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But Microsoft's Spencer says he doesn't consider Sony and Nintendo his main competition
anymore, largely because neither of those Japanese companies owns its own top-end global

cloud infrastructure akin to Microsoft's Azure platform. One of Microsoft's main selling
points for the new Xbox will be integration with its xCloud technology, which is meant to
allow you to play the same game across a console, a desktop PC and a mobile device.

"When you talk about Nintendo and Sony, we have a ton of respect for them, but we see
Amazon and Google as the main competitors going forward,” Spencer said. "That's not to
disrespect Nintendo and Sony, but the traditional gaming companies are somewhat out of
position. I guess they could try to re-create Azure, but we've invested tens of billions of

Big Data is a Well-Understood
Topic. What Do Amazon and
Google Understand That Others
: - Do Not?




Multi-
dimensional
Data — Rule 1

If data is good, more
data is better

Data is an anti-commodity:
the more you have the more
it’s worth




Multi-
dimensional
Data — Rule 2

Everything is a data signal
for everything




Predicting from Multi-dimensional Data

Coming apart? Cultural distances in the United States
over time

Marianne Bertrand and Emir Kamenica™

December 2018

Abstract

We analyze temporal trends in cultural distance between groups in the US defined by income,
education, gender, race, and political ideology. We measure cultural distance between two
groups as the ability to infer an individual’s group based on his or her (i) media consumption,
(ii) consumer behavior, (iii) time use, or (iv) social attitudes. Gender difference in time use



Multi-dimensionality: What Do the Following
Sets of Attributes Tell Us?

High income High education

Good loan

risk?




Multi-dimensionality: What Do the Following
Sets of Attributes Tell Us?

White ethnicity Liberal

Political

targeting?




Some Real-life
Multi-dimensional
Signals: Loan Risk

* Email address (eponymous?)

e Cell battery: strength,
charging patterns

* Loan time-stamp

* Phone: contacts’
responsiveness

* Errorsin filling Web forms:
spelling, (letter) case

* Typing speed




Social Psychological and
Personality Science

Frankly, We Do Give a Damn: The Relationship 27520 8¢

Reprints and permission:
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®SAGE
Gilad Feldman', Huiwen Lian?, Michal Kosinski®, and David Stillwell*

Abstract

There are two conflicting perspectives regarding the relationship between profanity and dishonesty. These two forms of norm-
violating behavior share common causes and are often considered to be positively related. On the other hand, however, profanity
is often used to express one’s genuine feelings and could therefore be negatively related to dishonesty. In three studies, we
explored the relationship between profanity and honesty. VWe examined profanity and honesty first with profanity behavior and
lying on a scale in the lab (Study I; N = 276), then with a linguistic analysis of real-life social interactions on Facebook (Study 2;
N = 73,789), and finally with profanity and integrity indexes for the aggregate level of U.S. states (Study 3; N = 50 states). We
found a consistent positive relationship between profanity and honesty; profanity was associated with less lying and deception at
the individual level and with higher integrity at the society level.

Multi-dimensional Data in Action?
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Multi-dimensional Data in Action?




Multi-dimensional Data
Some (Shomit) definitions

e “Data richness”:
your own sources
(n = o)

e “Data hungriness”:
from outside
sources (n =2 oo)




Multi-dimensional Data Business Model

* Must first understand market opportunity and business model

* This will define what data is needed
* Proprietary sources are essential

* Don’t start with the data and then look for the market opportunity
and business model

* A common misstep!
* No merit in just being a (commodity) data broker



Data-Richness: Proprietary
Data Sources

o OV

The “n+1” model

Consider Facebook adding
the “Like” button

Or Amazon’s purchase of
Whole Foods

* An offline shopping
signal that complements

their existing online
signal

Or Google’s expansion from
search, to email, to maps, to
self-driving cars...

* ... to their purchase of
Nest and Fitbit




Data-Richness: Proprietary
Data Sources

* An infinite appetite for
ever more dimensions

° lln+1”
* The higher the
dimensionality, the

more defensible your
business

e Data richness IS part of
your product roadmap




Data-Hungriness

Human societies have always
organized with others of
non-competing interests for
protection against
competing interests

Every company needs to do
the same

Who are your non-
competing-interest parties?

Implies an extensible data
model




Data-Hungriness: Federating
DE

You're in the data business (not
the banking, beer or logistics
business...)

So you want to have as much
data as possible

* And increase this every
day: “n+1”

As part of your business
strategy, identify who your data
partners might be

e If they’re not a direct
competitor, partner!

* By default, today’s large
data players are your direct
competitors

Data-hungriness is part of your
product roadmap




https://datasetsearch.research.google.com/

Google Dataset Search...

Try boston education data or weather site:noaa.go

Google © M Gl o |

Google just published 25 million free
datasets Dataset Search

Here's what you need to know about the largest data repository in the

Q
world
/;\ Tom Waterman | Follow | Try boston education data or weather site:noaa.gov
\"j Jan 23 -2 min read % y E

Learn more about including your datasets in Dataset Search.

Note: Google’s new dataset search tool was publicly released on January 23rd,
2020.

Google recently released datasetsearch, a free tool for searching 25 million

publicly available datasets.

The search tool includes filters to limit results based on their license (free or

paid), format (csv, ilnages, etc), and update time.

The results also include descriptions of the dataset’s contents as well as

author citations.




Why Did Google Publish 25
Million Free Data Sets?

A. Because they’re devoted to improving the
human condition

B. Because they want to see what data sets people
seek out and use. (Everything is a data signal,
and we users will freely provide a signal on what
data we find most interesting, which in turn will
be of acute interest to Google.)

Call me a jaded cynic, but I’'m going with “B”




Behavioral Economics as Multi-dimensional
Data

Existing (low-
dimensional)

Behavioral

data economics

* Gender o
test

* Age

 Education

Behavioral
economics
l(test”

Psychographics!

Proprietary, multi-dimensional data stream




US20130246207A1

United States

l | b e r ( a S e [ Download POF [} Find Prior At 3 Similar
Inventor: Kevin Mark Movak, Travis Cordell Kalanick

Current Assignee : /ber Technologies

Worldwide applications
20713 UsSHS 2016 US
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Application US13/828,481 events &
2012-03-19 = Priority to US201261612471P
2013-03-14 = Application filed by Uber Technologies Inc

2013-09-19 » Publication of US20130246207A1

2019-11-02 = Application status is Abandoned



Jber Patent: Data-
nungriness & Data-
richness

Driver profile (type/class of vehicle, mobile device profile, ...)
Passenger profile (historical)

Time & date: current

Historical pattern for time & date

Weather

Calendar: holiday, first day of school, voting day, ...

Event information
*  What / Where?
* Number of attendees
* Historically, is demand higher before or after the event?

Traffic
Flight information from airports and airlines
Social networking information

News (fire, emergencies)



Data Strategy: Differentiation!

Second most
important
(“partially

oroprietary”) Easiest to get

Most important

What are my
n+1

What are my

What are my
n+1 partner
sources?

n+1 free
sources?

proprietary
sources?




The (Data) Scientific Method: An
Infinite Loop of Experimentation

1. Observation: business’ strategic goal

2. Hypothesis: identify economic
inefficiency

3. Test: data (selection) + method
(selection)

4. Analyze: did it work? And return to
step 2!



The geographic bias in medical Al tools

23 September 2020, by Shana Lynch

examined clinical applications of machine learning
to find that most algorithms are trained on datasets
from patients in only three geographic areas, and

that the majority of states have no represented
patients whatsoever

"Al algorithms should mirror the community," says
Amit Kaushal, an attending physician at VA Palo
Alto Hospital and Stanford adjunct professor of
bioengineering. “If we're building Al-based tools for
patients across the United States, as a field, we
can't have the data to train these tools all coming
from the same handful of places.”

Kaushal, along with Russ Altman, a Stanford
professor of bioengineering, genetics, medicine,
and biomedical data science, and Curt Langlotz, a
professor of radiology and biomedical informatics
research, examined five years of peer-reviewed
articles that trained a deep-learning algorithm for a
diagnostic task intended to assist with patient care
Among U.S. studies where geographic origin could
be characterized, they found the majority (71%)
used patient data from California, Massachusetts,
or New York to train the algorithms. Some 60%
Just a few decades ago, scientists didn't think solely relied on these three locales. Thirty-four
much about diversity when studying new states were not represented at all, while the other
medications. Most clinical trials enrolled mainly 13 states contributed limited data

white men living near urban research institutes,

with the assumption that any findings would apply ~ The research didn't expose bad outcomes from Al
equally to the rest of the country. Later research trained on the geographies, but raised questions

Credit: Pixabay/CCO0 Public D
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Ploase consider making &
contribution to support our

Al systems are worse at diagnosing coronsvinis coesge.
disease when training data is skewed contamuTe
by sex

MOST POPULAR

I3 something | have
never soeri: How the
Covid 19 virus hjacks cells

Racial disparities in automated speech recognition
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Rutomated speech recognition (ASR) systems, which use sophisti-
cated machinedeaming algorithms to convert spoken language
1o text, have become Increasingly widespread, powering pop-
ular wirtual assistants, facilitating automated dosed captioning,
and enabling digital dictation platforms for health care. Cver
the last several years, the quality of these systems has dramat-
Ically Improved. due both to advances In deep learning and to
the collection of large-scale datasets used to train the systems.
There Is concern, howeves, that these tools do not work equally
well for all subgroups of the population. Here, we sxamine the
abllity of five state-of-the-art ASR systems—developed by Ama-
20n, Apple, Google, IBM, and Microsoft—to transcribe structured
Interviews conducted with 42 white speakers and 73 black speak-
ers. In total, this corpus spans five US dties and conststs of
19.8 h of audio matched on the age and gender of the speaker.
We found that all five ASR systems exhibited substantial raclal
disparities, with an average word eror rate (WER) of 0.35 for
black speakers compared with 0.19 for white speakers. We trace
these dispartties to the underlying acoustic models used by the
ASR systems as the race gap was equally large on a subset of
identical phrases spoken by black and white Indhiduals In our
corpus. We conclude by proposing strategles—such as using more
diverse training datasets that indude African American Vemacu-
lar English—to reduce these performance differences and ensure
speeth recognition technology Is Indusive.

Princeville, a rural, nearly exclusively African American commu-
nity in castern North Carolina; Rochester, a moderate-sized city
in Western New York; and the District of Columbia The second
dataser we use is Voices of California (VOC) (26), an ongo-
ing compilation of interviews recorded across the state in both
rural and urban areas. We focus aur analysis on two Califor-
nia sites: Sacramento, the state capitol; and Humboldt County,
a predominately white rural community in Northern California.

In both datascts, the intervicws were transcribed by human
experts, which we use as the ground truth when cvaluating the
performance of machine transcriptions. The original recorded
interviews contain audio from both the interviewer and the inter-
viewee. Our study is based on a subset of audio snippers that
exclusively contain the interviewee and are 5 1 50 s long. We
maich these snippets across the two datasets based on the age
and gender of the speaker and the duration of the snippet. After
matching. we arc left with 2,141 snippets from cach dataset, with
an average length of 17 5 per snippet, amounting to 19.5 total
hours of audio. In the matched dataset, 44% of snippets were of
male speakers, and the average age of speakers was 43 y

We assess the performance of the ASR systems in terms of the
word error rate (WER) {27), a standard measure of discrepancy
between machine and human transcriptions. Formally, WER is
defined as:

wEn +0+1

If Training Data
Is Skewed (Even
Unintentionally),
It’s Not Ethical



When were you
going to tell me
the bad news?

You need to ask this question every day ©
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When were
you going to

tell me about
the data ethics
violation?

Skewed
training

You

 ' i r
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You need to ask this question every day ©
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Further Reading

https://scet.berkeley.edu/the-7-habits-of-highly-effective-ai/

- To help industry adapt at this critical time, we created the .
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The 7 Habits of Highly Effective Al

By Shomit Ghose | December 11, 2«
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As Square stock soars, market cap
nears Goldman Sachs territory

And the company's valuation is in league with the big banks.

Mange tak
(Data wins!)
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