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1. Some risks of deep machine learning

a) Mitigation of those risks with ‘Explainable AI’

2. Potential of deep machine learning in the operating room

3. Implications for practice



STOKING THE HYPE: 
TO ERR IS HUMAN?

• Humans are notoriously bad with information.
• Patients misread or miscommunicate their own symptoms.
• Nearly half of American adults have difficulty understanding and acting upon 

health information (IOM, 2004).
• Faulty memory; skill obsolescence; cognitive biases; cognitive/time limitations;

recency biases; other human biases.
• Diagnoses correlate with advertising and media exposure.

• Winters et al. (2012) showed that ~40,500 patients die in ICU, in the 
USA, each year due to misdiagnosis.

http://www.nap.edu/openbook.php?record_id=10883&page=1
Winters et al. (2012) Diagnostic errors in the intensive care unit: a systematic review of autopsy studies. 

BMJ Qual Saf 2012;21:894-902

http://www.nap.edu/openbook.php?record_id=10883&page=1


STOKING THE HYPE: 
TO ERR IS HUMAN?

• Graber et al. (2005) studied one hundred cases of diagnostic error 
involving internists …
• Cognitive factors contributed to 74% of cases.
• Most common cause: ‘premature closure’.

• Eddy (1990) showed top surgeons descriptions of surgical problems 
and asked: Should the patient have surgery?
• 50% said Yes, 50% said No.
• 40% gave conflicting answers upon retesting.

Graber et al. (2005) Diagnostic Error in Internal Medicine. Arch Intern Med., 165(13):1493-1499
Eddy (1990) The Challenge. JAMA, 263(2):287-290. http://jama.jamanetwork.com/article.aspx?articleid=380215



MACHINE LEARNING IN HEALTHCARE

“I think that if you work as a radiologist you are like Wile E. Coyote in the cartoon. 
You’re already over the edge of the cliff, but you haven’t yet looked down. …
It’s just completely obvious that in five years deep learning is going to do better than radiologists. 
It might be ten years.”

- Geoff Hinton



THE RISE OF AI



THE REAL FUTURE



WHERE WILL CHANGE HAPPEN?

National Health Expenditure Trends, Canadian Institute for Health Information, 2010
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"from a solely hospital-centred system [towards] a community [primary care] system”
Premier Kathleen Wynne, 2017



SYMPATHY FROM THE ANVIL



SYMPATHY FROM THE ANVIL

Caveat:
This is AI, but not ML – Siri doesn’t learn how to have a conversation. 

What about the fragility of machine learning?



AUTOMATED DIAGNOSES

Esteva A, Kuprel B, Novoa RA, et al. (2017) Dermatologist-level classification of skin cancer 
with deep neural networks. Nature 542:115-118

Trained with 129,450 clinical images 
Tested against 21 certified dermatologists.



NEURAL NETWORKS CAN BE FOOLED

Nguyen A, Yosinski J, Clune J.  (2015) Deep neural networks are easily fooled: High 
confidence predictions for unrecognizable images. Proc. of IEEE CVPR. 427–36. 



RISKS OF ARTIFICIAL INTELLIGENCE



THE BRITTLENESS OF SAFETY

1. There is a risk that AI in the wrong hands, or in those of a select few will:
a) perform tasks that may not be ‘globally optimal’, or
b) change the nature of work in unexpected, adverse ways.

2. A bigger risk is that AI in the right hands will: 
a) lazily be given goals that are too abstract,
b) find a ‘trick’ to achieve those goals that we don’t understand, and
c) result in unexpected, uninterpretable behaviour



CONCRETE PROBLEMS IN AI SAFETY

Techniques to promote safe use of AI that are not always followed, e.g.:

1. Avoiding negative side effects

2. Avoiding reward hacking

3. Ensuring scalable oversight

4. Ensuring robustness to distributional shift

5. Ensuring safe exploration

Amodei D, Olah C, Steinhardt J, et al. (2016) Concrete Problems in AI 
Safety. arXiv:1606.06565v2, pp 1–29. doi:1606.06565



AVOID NEGATIVE SIDE EFFECTS

1. Include an ‘impact regularizer’ that penalizes change to the environment.
1. But how does the system represent change?

2. Penalize influence. 
1. I.e., limit the amount/scope of resources available

2. But how does the system represent empowerment?

3. Do you penalize the AI if it can take an action, or if it does?

Amodei D, Olah C, Steinhardt J, et al. (2016) Concrete Problems in AI 
Safety. arXiv:1606.06565v2, pp 1–29. doi:1606.06565



AVOID ‘REWARD HACKING’

Amodei D, Olah C, Steinhardt J, et al. (2016) Concrete Problems in AI 
Safety. arXiv:1606.06565v2, pp 1–29. doi:1606.06565

1. Abstract rewards.  Avoid the curse of dimensionality, especially with 
misbehaving numerical dimensions.

2. Avoid Goodhart’ Law. (“when a metric is used as a target, it ceases to be a 
good metric”). 
1. E.g., avoid this logic: “if I increase prescriptions, patient admissions decrease, 

∴ maximize prescriptions!”



SCALABLE OVERSIGHT & DISTRIBUTIONAL SHIFT

Amodei D, Olah C, Steinhardt J, et al. (2016) Concrete Problems in AI 
Safety. arXiv:1606.06565v2, pp 1–29. doi:1606.06565

1. A model trained on few examples might not scale well.

2. A model trained to regress to the mean, might not capture rare events 

3. Active learning may help. 
1. Continuously rely on human consensus and input; validate ‘difficult’ data.

4. A model must acknowledge its own ignorance, and resist shifting its 
parameters too hastily.
1. See ‘canary deployment’ methodology (e.g., in KubeFlow) regarding ‘safe exploration’



• We want ML to be explainable:
• To identify and remove bias to promote safety
• To leverage domain expertise and induce new knowledge
• To ensure generalizability and consistency
• To audit and trust the system

• We need ML to be explainable:
• For regulatory approval process (e.g., FDA)
• For the ‘right to explanation’ (e.g., GDPR)

THE WANTS AND NEEDS OF EXPLAINABLE AI



CONCRETE PROBLEMS IN AI SAFETY

Techniques to promote safe use of AI that are not always followed, e.g.:

1. Avoiding negative side effects

2. Avoiding reward hacking

3. Ensuring scalable oversight

4. Ensuring robustness to distributional shift

5. Ensuring safe exploration

6. ... Ensuring decisions are explainable?

Amodei D, Olah C, Steinhardt J, et al. (2016) Concrete Problems in AI 
Safety. arXiv:1606.06565v2, pp 1–29. doi:1606.06565





EXPLANATIONS BY LOCAL EXAMPLES

Ribeiro MT, Singh S, Guestrin C. ‘Why Should I Trust You?’: Explaining the Predictions of Any Classifier. 2016. 
doi:10.1145/1235



EXPLANATIONS BY RELEVANCE

First-order Taylor decomposition

Deep Taylor decomposition of
‘relevance’ at neuron 𝑗

Montavon G, Lapuschkin S, Binder A, et al. Explaining nonlinear classification decisions with deep Taylor decomposition. Pattern 
Recognit 2017;65:211–22. 

http://dx.doi.org/10.1016/j.patcog.2016.11.008


Montavon G, Lapuschkin S, Binder A, et al. Explaining nonlinear classification decisions with deep Taylor decomposition. Pattern 
Recognit 2017;65:211–22. 

DECOMPOSABILITY

http://dx.doi.org/10.1016/j.patcog.2016.11.008


subject to the following special controls: 
1. Clinical [testing] under anticipated conditions of use must demonstrate…: 

1. The ability to obtain an ECG of sufficient quality for display and analysis; and 
2. The performance characteristics of the detection algorithm as reported by 

sensitivity and either specificity or positive predictive value. 
2. Software verification, validation, and hazard analysis must be performed. 

Documentation must include a characterization of the technical specifications of the software, 
including the detection algorithm and its inputs and outputs. 

3. Non-clinical performance testing must validate detection algorithm performance using a 
previously adjudicated data set. 

4. Human factors and usability testing must demonstrate the following: 
1. The user can correctly use the device based solely on reading the device labeling; and 
2. The user can correctly interpret the device output and understand when to 

seek medical care. 
5. …



RIGHT TO EXPLANATION

• EU General Data Protection Regulation (enacted 2016), extends the automated decision-making rights 
in the 1995 Data Protection Directive to provide a right to an explanation, in Recital 71: 

The data subject should have the right not to be subject to a decision, which may include a measure, evaluating 
personal aspects relating to him or her which is based solely on automated processing and which produces legal effects 
concerning him or her or similarly significantly affects him or her, such as automatic refusal of an online credit application 
or e-recruiting practices without any human intervention.
...
[S]uch processing should be subject to suitable safeguards, which should include specific information to the data subject 
and the right to obtain human intervention, to express his or her point of view, to obtain an explanation of the 
decision reached after such assessment and to challenge the decision.

• Note: recitals are not binding
• However, to pretend that explainability won’t be a part of AI in practice is to ‘play make believe’.



XAI FOR SURGERY

Gordon L, Grantcharov T, Rudzicz F. (2019) Explainable Artificial Intelligence for Safe Intraoperative 
Decision Support. JAMA Surg.  154(11):1064-1065. . doi:10.1001/jamasurg.2019.2821



Video, audio of OR

Patient physiology

Environmental factors

Devices

Assessments of 
risks/hazards

Analysis of safety 
threats and 
resilience

Assessment of 
surgical team 
performance 

Assessment of 
surgical technology

Assessment of 
efficiency

INPUT ANALYSIS OUTPUT

Endoscopic camera 
and wearable tech

© 2021 Surgical Safety Technologies Inc. All rights reserved.  This document is proprietary and confidential.  No part of this document may be disclosed in any manner to a third party without the prior written consent of Surgical Safety Technologies Inc. 



TEAM
EFFICIENCY AND NON-TECHNICAL 
SKILLS
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The same month that GDPR came into effect, Canada issued new guidance for the Personal Information Protection 
and Electronic Documents Act (PIPEDA) … subsection 5(3) of PIPEDA states that “An organization may collect, use 
or disclose personal information only for purposes that a reasonable person would consider are appropriate in 
the circumstances.” Given that consensus has not been widely achieved with regards to the details of surveillance of 
this type (e.g., what risks to personal information are necessary, given the technology, to achieve some perceived 
benefit to the person involved), it is not yet clear what a “reasonable person would consider appropriate."



PRESERVING
PRIVACY
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https://arxiv.org/abs/2007.14302



AI IN HEALTHCARE

¡ AI and ML are maturing to a point where they can be put into practice.

¡ There is a strong pull in healthcare for automation, generally, and for tools 
to improve safety, specifically and objectively.

¡ As our tools are designed to improve safety in healthcare,
we must also ensure that the tools themselves are safe.




