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Deep learning solves perception tasks



ImageNet classification challenge 2017 update

• Progress from bigger models and model architecture twists



Few-shot generative learning - agenda

• Breakthroughs in AI for text
• Context dependent language representations
• Industry case - raffle.ai
• Few shot and meta-learning

• Bio

raffle.ai
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Generative pre-trained (GPT) model

OpenAI blog: Better Language Models and Their Implications

https://blog.openai.com/better-language-models/


AGI coming?

OpenAI blog: Better Language Models and Their Implications

https://blog.openai.com/better-language-models/


talktotransformer.com

https://talktotransformer.com/


Transformers - attention is all you need

The illustrated transformer

https://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf
http://jalammar.github.io/illustrated-transformer/


Context dependent language representations

BERT: Pre-training of Deep Bidirectional Transformers for
Language Understanding

https://arxiv.org/pdf/1810.04805.pdf
https://arxiv.org/pdf/1810.04805.pdf


Google search 2019 - now with BERT

Google blog: Understanding searches better than ever before

https://www.blog.google/products/search/search-language-understanding-bert/
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raffle.ai - AI powered search for corporates
• Filling the gap between research and company reality

WOW 
Quick

What is raffle 
suggesting?

I’m having 
a problem

raffle.ai


ImageNet - image classification

• 1.000 different classes - including many breeds of dogs!
• 1.000.000 training images



Humans are very good at one-shot learning

One shot learning of simple visual concepts

https://cims.nyu.edu/~brenden/papers/LakeEtAl2011CogSci.pdf


Meta- and few-shot learning - supervised set-up

lilianweng.github.io

https://lilianweng.github.io/lil-log/2018/11/30/meta-learning.html


Generative models

What I cannot create, I do not understand. - Richard Feynman

openai.com/blog/generative-models/

https://openai.com/blog/generative-models/


Few-shot generative models (DFF funded project)

• Focus on unsupervised (generative) setting
• Principled Bayesian formulation
• Provide alternative view of pre-training approaches.

bair.berkeley.edu/blog

https://bair.berkeley.edu/blog/2017/07/18/learning-to-learn/

